LETTERS TO THE EDITOR

Dear Sir:

Recenily Rappaport and Kromhout [ATHAJ
34:654  (1993)] explored the “‘between
worker™” exposure varjability of 183 homo-
geneous exposure groups (HEGs) with serial
personal air sampling, including more than
15,000 measurements. They showed that
about 30% of the groups exceeded an ad hoc
upper limit of at most two-fold difference
among 95% of the individual mean exposures
{sRu = 2, suggested by Rappaport 1991 page
101) and concluded that most HEGs in indus-
irial hygiene are not homogeneous at all.

Rappaport’s conclusions are based on a be-
lief in the general validity of the jR, = 2
upper limit for the "‘between worker™ vari-
ance in HEGs. As will be demonstrated, R,
= 1 cannot be generally valid, because its
value is dependent on the number of workers
per HEG and the number of measurements per
worker. An analogy with dicing will help to
get this picture clear.

Further, if the well-established techniques
for (1) forming HEGs. (2) examining the log-
normal shape of measurements within an
HEG, and (3) testing compliance with the
limit are used correctly {Hawkins 1991), then
the analysis of between-worker variance
scems superfluous.

Workers in an HEG and dicers both ex-
perience. on the population level, equal prob-
abilities of receiving  specific  values
{concentration or a total number of eyes, re-
spectively). In a limited series. however, val-
ues of individuals will differ by chance. | have
quantified. in two cxamples, the differences
using a Monte Carlo simulation. In the frst
example k = 5 dicers throw the die N = 2
times cach. The expected total number of eyes
%, (i = 1.2....5} in an average game is in as-
cending order 4, 6, 7, 8, 10, respectively (es-
tablished with 1000 scries from a random
generator and rounded to the nearest integer).
The extreme values X, and X, differ by more
than a factor of two on the average, and this
is compietely due to chance!

In the second example the number of dic-
ers is expanded to k = 10 and the number of
throws to N = 5. This results in X, = 12, 14,
15, 16, 7, 8. 19, 20, 21, 23 (again rounded
to the nearest integer). If the number of throws
per dicer expands to infinite, then the average
number of eyes will, for all dicers, asymptot-
ically tend to the population mean 4 = X ™~
3.5 per throw (Central Limit Theorem). So the
difference between the number of eyes per

dicer is inherent to limited serial dicing {and
on this principle many games using dice are
based).

Since the distribution of exposure in an
HEG is best represented by the lognormal
maodel, the geometric mean (GM) is most of-
ten used as the measure of location. The GMs
of k workers within an HEG will differ if the
sample size per worker is limited. GMs will
asymptoticaily tend to the unknown popula-
tion geometric mean EXP(u) if the size in-
creases to infinite (Central Limit Theorem).

In the following two examples | will quan-
tify the at-random difference (= nonsyste-
matic inhomogeneity) between samples with
serial measurements, which are drawn from
the same populatioa base. The procedure is
¢qual to that used in the dicing experiment.
Random standard normal deviates are gener-
ated using the direct method from Abramow-
itz (1970 page 933), using EXP(u) = 1 ppm
as the location and EXP(o) = 2.71828 as the
scale parameter.

In the first example k = 5 workers are
sampled N = 2 times each. The expected ge-
ometric means GM, {i = 1.2..5} in the av-
erage sampling plan (calculated from 1000
series) are in ascending order 0.4, 0.7, 1.0, 1.4,
and 2.3 PPM, respectively. The extreme val-
ues GM, and GM, differ by more than a factor
of five on the average. and this is completely
due to chance!

The average '‘within worker'' wvariance of
the 5000 pairs is about GSD = 2.3 (GSD =
geometric standard deviation). Because the to-
tal variance was fixed at EXP{o} = 2.71828,
the nonsystematic ‘‘between worker™ vari-
ance can be estimated as ;GSD, = 1.74 and
sResz = 8.75 (using o} = 07 — o). Although
the differences are completely random, this
situation should, according to Rappaport, be
rejected as nonhomogeneous!

To quantify the influence of expanding the
number of workers and the samples per
worker, a scenaric was chosen that is com-
parable with the median situation found in the
Rappaport database, namely k = 10 workers
with N = 5 measurements cach. The expected
geometric means GMg, (i = 1,2,...10) in the
average sampling plan (also calculated from
1000 series) are in ascending order 0.5, 0.64,
0.75, 0.85, 0.95, 1.06, 1.18, 1.33, 1.55, and
1.95 ppm, respectively, On average the GM
ratic between the extremes in a situation with
k = 10 clements and N = 5 samples per el-
ement decreases 10 GM,/GM, = 4.

Because the average ‘within worker”' var-

iance of the 10,000 quintets is about ,,GSD =~
2.5, the nonsystematic *‘between warker™
variance decreases to ;GSDe = 1.49 and R,
= 4.77. This value is quite comparable with
the observed median situation displayed in Ta-
ble 4 of Kromhout (1993) for the chemical
gases-vapors and in Figure 2 of Rappapont
(1993) for the overall situation.

Based on Monte Carlo simulations for
every combination ‘*k workers, N measure-
ments, EXP(c);” an expected ;G5D; can be
established by Monte Carlo simulation. In
general, ,GSD; will asymptotically tend to
zero if k and N increase to infinite. An upper
lirtit of 4R, = 2 will be a very special case
for a situation with high values for k and N.

Statisticians shouid be able to construct a

k.N-dependent confidence interval for ¢GSDg.
to which the observed ;GSD, can be tested
(see Land 1988 para. 4.2, page 99). Since the
median number of workers, k, and the median
number of measurements per HEG, N, in the
database were somewha!l smaller than those
used in the second Monte Carlo experiment,
it would not surprise me, if most of the 183
805D, in the Rappaport database would be
situated within the confidence limits of
2GSD,. )
Other possibilities to test inhomogeneity of
multiple serial sampling in HEGs are (1) using
the GM,, and GM,, values in a probability
plot {Hawkins 1991), or (2) using the chi-
square type test (provided that X, is normally
distributed with equal GSD,,:

Toa = Y
¢ =t —_ IE.l

So
h —
x',{f.*.q - 2 —
=t X

;

with ¥, = LOG(GM)} and 3, = log{GsD,,)

Extreme low values of x* indicale the fack
of random effects (a systematic bias), high
values indicate systematic differences between
the workers.

Hawkins (1991, pp 5, 160} defines the ho-
mogeneous exposure group correctly as “'a
group of workers with identical probabilities
of exposure to a single environmental agent,”
(italics added) and as ‘"a group of employees
who experience agent exposures similar
enough that monitoring agent exposures of
any worker in the group provides data useful
for predicting exposures of the remaining
workers,”” respectively. This does not imply
that the sample mean and variance of a limited
series of measurements taken from individuals
within the HEG should be equal, nor that
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mean and variance may not differ significantly
between the extreme series.

I encourage Rappaport and Kromhout to
reanalyze their unique database, using a cri-
terion that takes inio account the effects of
limited serial sampling within an HEG. Also
1 would advise them to compare the effective-
ness of such a criterion with the stipulated
methods that aiready exist in literature. Let us
keep the statistical analysis of industrial hy-
gicne data as simple as possible and prevent
introducing new methods that are at most as
effective as existing methods.

I hope the ““publication in preparation™
will provide insight on the relation between
4R = 2 and the random effects model and
will explain why about three-quarters of the
HEGs with a ,R,. < 2, have a negative *be-
tween worker’' variance (o < O1).

Industrial hygienists are advised to tes! in-
homogeneity in measurement series among
homogenecus exposure groups using classical
methods such as control charts, lognormal
probability plots. and omnibus tests for nor-
mality (sce Shapiro 1990, Hawkins 1991).

Theo M.L. Scheffers
DSM Chemical Company
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Dear Sir:

The article on ‘‘Variation of Exposure Be-
tween Workers in Homogenous Exposure

| Groups'* by Rappaport et al. [AIHAJ, 54:654—

662 (1993)] is profoundly thought provoking
and a significant contribution to the literature.
However, | am concerned that the reader may
take away the mistaken impression that estab-
lishing exposure groupings by the observa-
tional approach is fundamentally flawed and
of no utility.

The sampling approach utilized by Rap-
paport et al. {random selection of workers fol-
lowed by random selection of monitoring
periods) is well suited for establishing expo-
sure groupings in epidemiological studies, but
it is not well suited for identifying specific in-
dividuals who are the most highly exposed.
While the sampling approach is inherently
more accurate than the observational ap-
proach, it requires a large number of samples
to be collected, and in most organizations
there are limited resources available for exten-
sive sampling campaigns. The AIHA Expo-
sure  Assessment Strategies Committee
(EASC) position is that an industrial hygien-
ist’s time is well spent in performing an initia
comprehensive assessment of the workplace,
the workforce, and the environmental agents
in an effort to establish and prioritize exposure
groups for moaitoring.

One of the advantages of the observational
approach is that conditions leading to high ex-
posures can be identified and resolved quali-
tatively without proceeding to a quantitative
assessment step. In addition, much of the in-
dustrial hygiene monitoring done today spe-
cifically 1targets the most highly exposed
workers to evaluate compliance with OSHA
PELs or other occupational limits (OELs). The
sampling approach proposed by Rappaport et
al. acknowledges a role for the observational
approach but argues a comprehensive obser-
vational step is more appropriate for follow-
up investigations after a first round of
monitoring indicates there is a problem.

The EASC advocates the industrial hygien-
ist specify the sampling strategy (i.e., repre-

sentative, worst case) for the specific purpose
(i.e., baseline, compliance, diagnostic). Expo-
sure groupings by processfjob/agent and per-
haps task are determined initially by
qualitative assessment methods utilizing pro-
fessional judgment (i.e., identification of pro-
cess emission points, handling practices, agent
toxicity, etc.) followed by random selection of
workers for sampling within the exposure
grouping. Fundamental to all exposure moni-
taring is an initial walk-through survey to as-
sist in the gathering of this qualitative
information. It is further promoted that peri-
odic reevaluation of the exposure groupings
be performed to confirm their stability and 1o
refine their make-up.

Rappaport et al. raises two valuable con-
cerns that all industrial hygienists need to
consider. First, if all workers in a group are
assumed to have the same exposure distribu-
tion (a homogenous distribution) then the
computed average value is treated as every
worker’s mean exposure level. As noted by
Rappaport et al., this aggregate data analysis
ignores the true differences in arithmetic mean
exposure levels that exist between workers in
the group and consequently the industrial hy-
gienists may fail to recognize those workers
having unacceptably high exposures. It is fur-
ther worth noting that some companies set
their internal action limits at some fraction of
the occupational exposure limit in order 1o ad-
dress the issue of outlying exposures at the tail
of the distribution. Inicrestingly, Rappaport et
al. raises at least one *‘homogenous exposure
group”' with a range of exposures among
workers greater than 100-fold. Clearly there is
a need to continually refine exposure groups
as information becomes available.

Second, the presence of substantiai
between-worker variability in a group thal ba-
sically performs the same lasks suggests that
individual work practices may be important.
in which case exposure reduction could be
achieved by developing and implementing
standard work practices that minimize expo-
sure while performing the task. Alternately,
Nicas and Spear't suggest that among workers
who perform the same tasks, differences in the
overall fraction of time spent performing spe-
cific tasks could be a major cause of between-
worker exposure variability. In either case it
is likely that only through extensive sampling
is a problem going to be detected, and analysis
of this variability can only be done if there are
repeated samples taken on the same workers.
This is an expensive proposilion that the in-
dustrial hygiene profession has yet to address.

EASC largely accepts Professor Rappa-
port’s critique of the term '‘homogenous ex-
posure group” (HEG) as it is statistically

defined. The commitiee’'s working definition '

of an HEG is “*a group of employees who
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experience agent exposures similar enough
that monitoring agent exposures of any worker
in the group provides data useful for predies.
ing cxposures of the remaining workers, Sych
groups are used in stratificd sampling of work.
place exposures, thereby improving the powes
of decision tools.” ™ EASC is currently work.
ing on a second edition of the monograph 4
Strategy for Occupational Exposure Assess.
ment, and is expanding the discussion of ex.
posure groupings and the observational and
sampling approaches.'?

Despite the difference in emphasis between
Rappaport et al. and EASC, we both agree that
formation of exposure groupings is essentiai,
that the observational and sampling ap-
proaches each have their advantages and dis-
advantages, and that continual refinement of
¢xposure groupings is important. It should be
apparent from these comments that we see ex-
posute assessment methodologies as an evolv-
ing area of industrial hygiene practice. The
EASC seeks and supports an open debate on
these important issues. In this regard we rec-
ommend to the reader the recent editorial in
the Annals of Occupational Hygiene titled
‘*Shifting Concepts in Assessment of Occu-
pational Exposures.""* Professor Rappaport's
insights have much to offer the industrial hy-
giene profession, and we invite him to partic-
ipate  in  integrating his ideas and
understanding into our effort.

Christopher J. Cole, CIH, CSP

Chair, EASC
Bionetics Corp.
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Dear Sir:

The article by Rappapont et al. [AIHAJ 54:
654662 (1993)] makes 2 very important con-
tribution to a growing and fruitful debate
concerning the best way to group workers
(and exposure measurements) for analysis.

Without detriment to this important anticle,
however, 1 have three comments that will
hopefully contribute to this debate:

(1) The concept of ‘‘homogeneity’” may

well require different definitions d-C-
pending on the purpose and the partic-
ular type of grouping of exposures
involved, For example, the type and de-
gree of homogeneity that might bc de-
sirable for grouping workers in an
epidemiclogic study seeking to eluci-
date the effects of low-level exposures
to benzene or formaldehyde would nec-
essarily be more elegant than the ho-
mogeneity required by a regulator
analyst secking to group workers for a
population risk assessment in a partic-
ular industry. These two needs for
grouping of exposure datz I:IGVC differ-
eat purposes, they involve different lev.
els of aggregation of data, and they
have different needs for statistical ho-
mogencity (however defined). '
(2) The article presents convincing evi-
dence that *“some workers [in tradition-
ally defined homogenous exposure
groups] are consistently exposed to
much greater concentrations than their
coworkers,”” passibly because of differ-
eat work tasks and practices. The au-
thors’ assertion, however, that such
differences in tasks or work practices
“do not lead themselves to enginecring
solutions'* does not seem justified. It is
both reasonable and common that ex-
posures for different tasks and prac-
tices, when they have their arigin in the
2me source, would be quite amenable
to engineering (source) controls, or
éven to conirod of the pathway berween
the source and the different workers.
Current methods of grouping and sam-
pling can address this problem, despite
the issues of variability.
A recent article by K.S. Thind et al” de-
scribing  pentachlorophenol exposures to
electric utility linemen is a good albeit
somewhat simplistic example. Their find-
ings clearly show what the workers them-
selves had described: linemen with less
senjority were required to do more pole
climbing and therefore had higher expo-
sures. In this instance, the source of expo-
sure was the chemical in the poles, the route
was skin absorption, and the exposures of
the eatire group would be reduced by in-
creased use of protective equipment. Yer
the exposure measurements would probably
be consistent with the MHgs of Rappaport
et al. LT YA
(3) When referring to *‘investigating job-
specific tasks and practices’* as a means
to develop “improved observational
schemes for grouping, the authors pes-
simistically dismiss the approach *“be.
cause there is simply po convenjen
point where one can slop observing an

_—‘—-‘-‘-—-_v—-_.._

increasingly subltie 1

prefer to see the gfassan:‘ylf_offmtfs .:;; inf
formation about ex determinants
that fs currently collecteq with most ex-
pasure measurements jy woefully inad-

cquate, and a strong argumeny
made that better collection of mmz:;di:

formation would allow far better group-
ing, analysis, and utilizatign of
exposure data. [t would also ajqy, bet-
ter modeling and many other improved
uses of exposure data, One step in thay
direction would be to agree on the de.
terminants we need to collect, haw we
will define them, and how we wilj code
them. It is worth a try,

Manuel R. Gémez, MS, CIH

United States Environmental
Protection Agency

Dear Sir:

We read with interest the thoughtful letters
from Cole, Gomez, and Scheffers regarding the
article, **Variation of Exposure Between Work-
ers in Homogeneous Exposure Groups.™"
Since we had hoped to provoke 1 debate on
the concept of homogeneous-exposure groups
or HEGs, it was gratifying o see such interest
in our paper.

We agree with Cole that readers shoyld not
conclude from our wock that the observational
approach is fundamentally flawed. Indeed,
some type of observational grouping is essen-
tial 10 any plan for assessing exposures. We
expect that industrial hygienists would use
major factors in classifying workers, primarily
those based on job, location, tasks, and types
of controls. However, the assumption that ex-
posure would be **homogeneous™ in all such
groups is questionable in light of our findings
and should be investigated. While Cole agrees
that statistical sampling provides a more ac-
turate basis for grouping workers, he is con-
cerned that too many measurements would be
needed to make this a viable option. Rather,
he encourages industrial hygienists to perform
“an initial comprehensive assessment of the
workplace™ so that “‘conditions leading to
high exposures can be identified and resolved
qualitatively.”” We remain skeptical of this ap-
proach in generai because of the enormous
variation in exposure associated with indus-
trial processes, except possibly for continu-
ous-indoor operations. For example, in our
companion article™® we reported that exposure
typically varied by about 100-fold within per-
sons in a given HEG when the industrial pro-
cess was gither ‘outdoors’ ((R,, = 104) or
‘intermittent’ (R, = 94). (Note that R, =
¢074} represents the estimated ratio of the
975* to the 2.5* percentile of eight-hour
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TWAs for any given worker in the group).
Since this variation confounds the ability to
discern differences between persons, it seems
rather fanciful to expect such situations to be
resolved qualitatively™ unless something
can be done to reduce the day-to-day varia-
bility associated with of. Therefore. we en-
courage hygicnists to devote more resources
to measuring exposures per se rather than to
**initial comprehensive assessment(s).”

We concur with Gomez that the definition
of “*homogeneity”” should suit the application.
We also agree that engineering coatrols can
reduce even those exposures associated with
tasks or work practices (enclosure of a source
of contamination comes to miad) but don’t be-
fieve that such interventions would neccssarily
prove effective given the propensity of human
beings to find novel ways of doing the same
job. Regarding his last point {which is similar
to Cole’s argument about initial comprehen-
sive assessments), however, we remain uncon-
vinced that the hygicnist is better off by
collecting more and more information about
tasks, activities and the like, prior 1o making
personal measurements. because some of the
data are likely to be extrancous to the deter-
minants of exposure. Since the relevance of
such information can only be evaluated in the
context of measurements. generally it would
be desirable to identify major tasks or activi-
ties as exposures are being measured. A good
illustration of this approach has recently been
reported by Kromhout et ab.'™

Scheffers® criticisms focus on the influeace
of random error on the identification of ““he-
mogeneous”” groups. First. he takes exception
to our definition of a “‘uniformly exposed
group™” in which the exposures of 95% of the
persons lie within a rwo-fold range (i.c.. where
uR o & 2)7 (Note that (R, = e''™' repre-
sents the ratio of the 97.5" to the 2.5 percen-
tite of the workers in the group). Although this
provides a useful benchmark for gauging
whether an observational group is '“homoge-
neous.”” it is not sacred. and the debate should
not be restricted to establishing a particular
value. In fact, we reported point cstimates of
aR « {designated aRue = &%) that varied be-
rween 1 and 2000 for 183 HEGs (shown as
Figure 2 in our paper™). Surely. most hygien-
ists would agree that somewhere in this vast
range. the HEG is not *“homogeneous!”

Sheffers goes on 1o suggest that our anal-
yses were flawed because we failed 10 account
for the random error in the point estimates of
aR .. that we reported.!'' In other words. he
implics that our HEGs might have been ho-
mogeneous. but we overestimated the true
gR .. thereby making the sitvation appear
more heterogencous than it really was. He bol-
sters his case by investigating some data gen-
erated by Monte Carlo technigues. Since

Scheffers kindly supplied us with a file con-
taining onc of his data sets (for k = 5 workers
per group and n = 2 measurements per
worker), we were able to analyze his artificial
HEG as well as our real ones to determine the
impact of random error on estimation of 4R ..

RANDOM ERROR IN
ESTIMATING THE BETWEEN-
PERSON VARIANCE

in the paper” we reported 183 values of
the estimated between-person component
of variance (63) and the corresponding
values of zR.. Values of &3 were ob-
tained using the one-way random-effects
ANOVA model with unbatanced data ac-
cording to standard methods.™ As dis-
cussed in the paper,” the model was fit
to the natural logarithms of the air con-
centrations.

Scheffers® Simulated Data

Scheffers presented two sets of sim-
ulated data for the situations where k =
5, n = 2 and where k = 10, n = 5. Each
set consisted of 1000 samples that had
been generated from a lognormal distri-
bution, for whichu, = 0.0 = ¢l = 1.0,
and o3 = 0. Since o = 0 (R, = 1),
the assumed groups were truly ““homo-
geneous.” Yet, any single sample of data
from the distribution could yield a point
estimate {d3) that is positive. or equiva-
lently an gR., > 1, because of random
error. Thus. Scheffers makes a good
point, which we will come back lo
shortly. Meanwhile we will address some
inconsistencies in his analyses.

Although it is reasonable to investi-
gate the effects of random error on esti-
mates of GSD = e°® by analyzing
simulated data, Scheffers” use of nonstan-
dard methods led 10 substantial bias in es-
timating both ,GSD and (GSD = e°%.
This is obvious from a statistical perspec-
tive. since proper methods applied 1o the
data, simulated under the conditions
where gf = 0 and g = |, would yield
average values of I and 2.718 for esti-
mates of ,GSD and ,GSD, respectively,
when large numbers of samples are ana-
lyzed, as is the case here. Since Schef-
fers’ estimates of ,GSD and ,GSD
differed substantially from these average
values, there is a Aaw in his mecthod of
estimation. Although we have some the-

ories as to why Scheffers did not reach
the correct outcomes, the fact that he did
not indicates that his specific conclusions
cannot be relied on. {(Nole: by applying
standard methods we obtained average
values of &} near 0 and &% near 1 from
one of Scheffers’ files; thus, it appears
that his methods were biased rather than
his simulated data). Although it would be
possible to question the properties of the
estimator R, used in the paper this
estimator is reasonable and not subject to
the severe bias ta which Scheffers’ esti-
mator falls victim.

Despite the failings of Scheffers’
methods, he correctly identifies random
error as a potential probiem in estimating
oRo. Each ANOVA estimate of o} is
subject to imprecision, the amount of
which increases when k and n get small
and > becomes large. This variability is
magnified when transferred to the derived
estimate of R To illustrate this, we
computed 1000 ANOVA estimates for
o} from Scheffers’ data set in which k =
5. n = 2. Even though 55% of the 1000
estimates of o3 were less than or equal to
zero, 426 were greater than 0.031 (R o
= 2.0). 18% were greater than 0.587
(Bf‘{.,q = 10). and 2% were even greater
than 0.998 (;R.: = 50). Thus, although
one would reach the “*correct’” conclu-
sion. i.e.. that the group was *‘‘homoge-
neous,”’ based on more than half of the
samples, one might also suspect signifi-
cant heterogeneity on the basis of about
20% of the samples. Of course, by col-
lecting targer samples, such errors would
be reduced, as is always the case with sta-
tistical analyses, In fact, Scheffers™ data
set depicts the worst case since k = 5, n
= 2 represents the minimum sizes used in
our analyses" where the median numbers
of measurements and workers per group
were 28 (with a range of 11-5076) and 8
{with a range of 5-62), respectively.

Confidence Intervais for &}

In order to determine the potential
impact of random error on the results pre-
sented in our paper,’" we estimaled 95%
confidence intervals for of in our 183
data sets, using an approximation pro-
vided by Burdick and Eickman® for un-
balanced data, We then computed the
corresponding intervals for R, and
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for 4R 4 for each group.

plotied these upper and lower limits along

with the 183 original values of R, in’

Figure . Note that if 63 were less than
zero for a given group, we set & (and the
lower confidence limit) to zero, following
a defensible statistical practice.t™

The figure, which covers more than
eight orders of magnitude, clearly shows
that estimates of R, can be extremely
imprecise, as suggesled by Scheffers.
However, the limits also allow us to make
inferences about the between-person var-
iation in HEGs. Focusing first on the
lower limits, we can say with confidence
that 30% of the groups were not ‘‘ho-
mogeneous,”’ since these lower limits
correspond to values of jR,. > 1. Like-
wise, by referring to the upper confidence

FIGURE 1. The solid curve depicts the empirical cumulative distribution function of R for 183
HEGs." Individual points represent lower {+) and upper (%) bounds on a 95% confidence interval
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limits we cannot rule out the possibility
that 52% of the HEGs have (R, > 50,
suggesting extreme helerogeneity.

CONCLUSION

Figure 1 helps to crystallize the debate
about HEGs. If one adheres to the con-
ventional wisdom that observational
groups are always ‘‘homogeneous,” it
should be disquieting to cbserve a statis-
tically significant lack of homogeneity in
30% of our HEGs. On the other hand,
those who are skeptical about observa-
tional groups in general can note that
more than half of our HEGs could contain
workers with more than a 50-fold range

of exposures. Either way, it seems pru-
dent for industrial hygienists to adopt
sampling practices that allow them tg es-
timate the components of variance, so
that they can gauge for themselves
whether or not a particular group is *“hg-
mogeneous.”’

SM. Rappaport, Ph.D.
E. Symaaski
R. Lyles

L'niversity of North Carolina

H. Kromhout, Ph.D.
Wageningen Agricultural University
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